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Abstract—Free space optical (FSO) communication is a 
promising solution to deliver the last mile communication and 
to guarantee a high data rate. However, the performance of FSO 
links can be significantly degraded by adverse weather 
conditions. Recently, machine learning algorithms (MLAs) have 
emerged for robust prediction to optimize the network 
performance. In this work, the Quality factor (Q) of FSO 
systems is estimated by means of four MLA models, namely, 
multi-linear regression, support vector regression, decision tree 
regression, and random forest regression.  The synthetic data is 
used for training and testing these MLAs models, and several 
atmosphere conditions are considered with multiple 
transceivers FSO link system. The results of decision tree and 
random forest models demonstrated high coefficient of 
determination (R2) and low mean square error (MSE) as 
compared to the other models. 

Keywords—Free Space Optics, machine learning, prediction, 
Q-factor, regression. 

I. INTRODUCTION 

Machine learning techniques for optical communications 
play a pivotal role that emerged recently and will continue as 
one of the intelligent techniques for the Sixth Generation (6G) 
and beyond wireless networks [1]. From the literature, it is 
shown that many of the state-of-the-art Machine Learning 
Algorithms (MLAs) have not yet been used in the field of 
optical communications. Thus, this research area is pristine. 
The prediction using MLAs has attracted the attention of 
researchers in different areas, such as education, 
communication, and industry. In this corresponding, a 
prediction algorithm is attempted to predict the system 
parameters by learning the pattern from the previous data. For 
example, in [2], MLAs are trained with past records of 
attendance of students to find a pattern of class attendance and 
to predict an accurate class strength. 

Free Space Optics (FSO) communication technology is an 
emerging high speed point-to-point broadband technology. It 
is categorized under optical wireless communications and 
uses light as a transmission medium between the transceivers 
[3]. FSO systems can be deployed over a link distance of few 
kilometers. Over the last few years, FSO technology has 
gained a closer attention from researchers and acceptance in 
enterprise campus networks [3]. It provides high bandwidth 
with fast time and ease of installation as compared to fiber 
optics. Different weather conditions such as haze, fog and rain 
that cause suspended particles in the air are usually interacting 
with the photons of the optical wavelength, and subsequently 
causing a scattering of the optical signal [4]. The latter causes 

attenuation and reduces the overall availability of FSO 
systems. Additionally, FSO communication channel is 
affected by scintillation due to the effect of weather turbulence 
[5]. Moreover, diversity techniques are considered for 
improving the capacity performance of FSO channels under 
strong turbulence, and to compensate the effect of scintillation 
[6, 7]. 

Recently, FSO links with multiple transmitters and 
receivers architecture are becoming a more viable solution in 
order to improve the quality of FSO communication systems 
[8]. The Quality factor (Q-factor) in optical communications 
is an important parameter to evaluate the quality of the 
received optical signal [9]. Since the Q-factor of FSO 
communication systems is one of the main parameters that are 
used to determine the performance of FSO links, hence the 
effort here in this paper is to focus on the value of Q-factor of 
FSO links with various combinations of transmitters and 
receivers numbers. 

The authors in [9] have analyzed the performance of FSO 
systems with single transceiver by predicting the Q-factor 
from the dataset with regression and classification. The model 
is validated with an experimental data, and it is shown that 
Support Vector Machine (SVM) regression model is much 
better than the other regression models to predict the Q-factor 
of FSO systems. In a recent work [10], unsupervised MLAs in 
FSO communication links are proposed in order to detect the 
number of concurrently transmitting users, where histogram 
and peak detection were employed in order to estimate the 
number of transmitting users sharing time slots and bandwidth 
simultaneously by exploiting their amplitude information. 

This paper has utilized the supervised machine learning 
techniques to predict the Q-factor of FSO links. We 
considered multiple transceivers, the wavelength, and 
different weather conditions as input features to the MLAs 
models. Four MLAs, namely, Multi-linear Regression (MLR), 
Support Vector Regression (SVR), Decision Tree (DT) 
regression, and Random Forest (RF) regression are trained to 
predict the Q-factor. In addition, the accuracy of these four 
MLAs is computed in terms of the coefficient of 
determination (ܴଶ) and the Mean Square Error (MSE). 

The remainder of this paper is organized as follows. 
Section II describes the machine learning prediction models 
that are used in this paper. Section III presents the 
methodology which includes FSO system model and the 
simulation parameters. Section IV covers the simulation 
results. Finally, Section V gives the conclusion of the overall 
work. 
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II. MACHINE LEARNING PREDICTION MODELS 

Regression algorithms are applied in this paper in order to 
predict the Q-factor of FSO systems with multiple 
transceivers. The prediction model considers five independent 
variables (attributes) that represented by ࢄ =ሾݔଵ, ,ଶݔ ,ଷݔ ,ସݔ  is defined as the input ࢄ .ହሿ as shown in Fig. 1ݔ
attributes where each row is an instance to be applied to 
predict a continuous variable Q which is denoted by (ݕపෝ). For 
training each model, the K-fold cross validation is applied on 
the dataset ሼݔ௜;  ௜ሽ to avoid the overfitting problem in someݕ
estimator models [11]. 

A. Multi-linear Regression (MLR) 

MLR is an approach that models the relationship between 
independent variables and a dependent variable by fitting a 
linear equation. For the dataset of ݊ statistical units, the linear 
regression model assumes that the relationship between the ݌-
vector of regressors (ݔ௜)  and the dependent variable (ݕො) is 
linear. This relationship is modeled with a disturbance random 
error variable (݁) that adds noise to the linear relationship. 
The best fitting is calculated by minimizing the sum of the 
squares errors. This model takes the following form [11]: ݕො = ଴ܤ ଵݔଵܤ	+ + ଶݔଶܤ + ௣ݔ௣ܤ⋯ + ݁														(1) 
where ܤ଴  denotes the value of ݕ  when all the independent 
variables, ݔଵ, ݔଶ, …, ݔ௣, are equal to zero, and ܤଵ, ܤଶ, …, ܤ୮ 
are the estimated regression coefficients. 

B. Support Vector Regression (SVR) 

SVR is developed as a regression type of SVM. It is 
considered as a nonparametric technique because it relies on 
kernel functions. SVR model performs the regression task by 
finding the optimal regression hyperplane in which most of 
the training points lie within a margin (ߝ)  around this 
hyperplane. Given {ܺ; ܻ}, SVR model determines a function ݂(ݔ) that deviates from ݕ௜  by a value that is not greater than ߝ 
for each training point [12]. 

C. Decision Tree (DT) Regression 

DT regression model is built as a tree structure. It is 
constructed from a root node using top-down induction, and 
involves splitting and breaking down the dataset into smaller 
subsets that contain similar samples (homogenous). The 
partitions of samples are performed by finding the attribute 
that returns the highest information gain. Entropy is used to 
calculate the homogeneity of a sample at each node of the tree. 
In addition, DT regression model performs very well when 
there is a non-linear and complex relationship between 
dependent and independent variables [11]. 

D. Random Forest (RF) Regression 

RF regression algorithm is an ensemble learning technique 
that combines multiple regression trees on various sub-
samples of the dataset. The output of this algorithm is the 
mean prediction (regression) of the individual trees. It uses 
averaging in order to improve the predictive accuracy, and to 
correct and control the over-fitting of the training set [13]. 

III. METHODOLOGY 

In this paper, MLAs are utilized to estimate the Q-factor 
of FSO links under different weather conditions using 
synthetic data. The Q-factor provides the quality of the signal 
with respect to the distance of the signal from the noises. It 
covers the dispersions and nonlinearities. For the generation 
  

 
Fig. 1. Machine learning block diagram. 

of the synthetic data, OptiSystem software is used in this paper 
in order to design the FSO system with multiple transceivers 
and to measure the Q-factor in different atmospheric 
disturbances. This software program is commonly used in 
optical communications, e.g. [9, 14]. 

The simulation setup of FSO system model architecture 
with four transmitters and four receivers is shown in Fig. 2. 
This layout includes the optical transmitter unit that includes 
the Pseudo Random Bit Sequence (PRBS) generator, Non 
Return to Zero (NRZ) pulse generator, a Continuous Wave 
(CW) laser source, and Mach-Zehnder Modulator (MZM). In 
addition, the system model includes the FSO channels, optical 
amplifiers, Bit Error Rate (BER) analyzer, and optical power 
meter. The optical receiver contains a P-type Intrinsic N-type 
(PIN) photodiode with a Bessel Low Pass Filter (LPF). An 
LPF is used with a cut-off frequency of (0.75  Moreover, a fork is used in this system to .(݁ݐܽݎ	݈݋ܾ݉ݕݏ×
duplicate the input beam to all the channels. At the receiver 
side, the optical signals from all channels are combined with 
the help of a power combiner having multiple input ports. The 
simulation parameters including the atmospheric attenuation 
of each weather condition are listed in Table I. 

IV. SIMULATION RESULTS 

MLAs are implemented in this paper using Python, and K-
fold was used as a cross-validation. More specifically, a 10- 
 

TABLE I.  SIMULATION PARAMETERS 

Parameters  Values 

 
 
 
 
 
 

 
 

Atmospheric attenuation 
of each weather 

condition 
 
 
 

Dense Fog 84.9 ܤ݀ ⁄݉ܭ  

Medium Fog 33.96 ܤ݀ ⁄݉ܭ  

Low Fog 15.55 ܤ݀ ⁄݉ܭ  

Dense Haze  4.285 ܤ݀ ⁄݉ܭ  

Medium Haze 1.54 ܤ݀ ⁄݉ܭ  

Low Haze 0.442 ܤ݀ ⁄݉ܭ  

Clear Air 0.2453 ܤ݀ ⁄݉ܭ  

Very Clear 0.0883 ܤ݀ ⁄݉ܭ  

Drizzle Rain 0.427 ܤ݀ ⁄݉ܭ  

Light Rain 1.982 ܤ݀ ⁄݉ܭ  

Average Rain 5.795 ܤ݀ ⁄݉ܭ  

Storm Rain 9.1996 ܤ݀ ⁄݉ܭ  

Strong Rain 23.182 ܤ݀ ⁄݉ܭ  

Transmission rate 10	ݏ݌ܾܩ 

Transmitted power 20	݀݉ܤ 

Wavelength 850	݊݉, 1310	݊݉ and 1550 ݊݉ 

Number of transmitters 1, 2, 4 and 8 

Number of receivers 1, 2, 4 and 8 

 

2020 2nd Global Power, Energy and Communication Conference (IEEE GPECOM2020), October 20-23, 2020, Online Conference

309
Authorized licensed use limited to: Auckland University of Technology. Downloaded on December 22,2020 at 20:29:43 UTC from IEEE Xplore.  Restrictions apply. 



 
Fig. 2. FSO system model with four transmitters and four receivers. 

fold split on a dataset of the size 2500 × 5 is used. Moreover, 
the model performance is assessed by two quantitative 
measurements, namely, the MSE of the estimated Q-factor 
and the coefficient of determination (ܴଶ ), which both are 
given as follows [3, 4]: 

ܧܵܯ = 1݊෍(ݕ௜ െ ௡				పෝ)ଶݕ
௜ୀଵ 																						(2) 

ܴଶ = 1 െ ܶܵܵܧܵܯ 																																		(3) 
where ݊ is the number of samples, ݕ௜  is the true value of the 
variable, ݕపෝ  is the predicted value of the variable that is 
predicted by ML model, and ܵܵܶ is the total sum of squares 
and given as [5]: 

ܵܵܶ =෍(ݕ௜ െ ௬)ଶ௡ߤ
௜ୀଵ 																												(4) 

where ߤ௬ is the sample mean of the feature. 

In Fig. 3, a comparison between MLAs models in terms of ܴଶ values is shown, while Fig. 4 illustrates a comparison of 
these models in terms of the MSE value. It is clear from these 
two figures that SVR with Gaussian kernel function shows the 
worst results where ܴଶ is equal to 0.09 and MSE is about 0.9. 
It is also clear that the MLR model does not capture all 
independent variables, and it cannot be used to estimate the Q-
factor due to the fact that our data do not fulfill the pre-
assumptions of the linearity between the dependent variable 
and the independent variables. 

It can be also seen that both DT and RF regression models 
provided robust results in terms of ܴଶ coefficient and MSE as 
displayed in Figs. 3 and 4, respectively. The performance of 
RF with 10 estimators is also compared to DT and provided 
the best trade-off between performance and computational 
time. The lowest MSE value is achieved by RF regression 
model, and it was equal to 0.039 with ܴଶ  of almost 0.953, 
while DT model provided an MSE value of about 0.092 and ܴଶ equals to 0.904. In contrast, the computational time of RF 
model was approximately 10  times more than that of DT 
model. Generally, RF model outperforms the DT model due 

to the fact that its performance is averaged using many DT 
models. 

Since the number of the independent variables are more 
than three, the regression hyperplane cannot be visualized. 
Further insights of the regression models performance were 
gathered by plotting residuals. The residuals measure the 
difference between the actual value of the target variable (ݕ) 
and the predicted value (ݕො ). Figs. 5 and 6 illustrate the 
residuals of DT and RF models, respectively. It is clear from 
these two figures that the distribution of residuals does not 
seem to be completely random around the zero center line 
which confirms that linear regression cannot be applied. 
Alternatively, the DT and RF models have captured the non-
linearity in the data by dividing the space into smaller sub-
spaces. In addition, DT model can handle both categorical and 
numerical data. Furthermore, it is obvious that RF residual 
plot indicates a good improvement over the residual plot of 
DT model. Moreover, RF regression model has better 
generalization performance than DT regression due to the 
randomness that helps to reduce the variance of the model. 

Fig. 7 shows the predicted and real values of the Q-factor 
using DT model for 50 data points. Generally, DT model is 
very accurate especially when the Q-factor is small. As the 
value of Q-factor increases, it can be clearly seen that a 
missprediction happens. Among the 50 data points, the worst 
missprediction was at about 0.22 and it is shown in the first 
data point. 

 
Fig. 3. Coefficient of determination of regression models. 
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Fig. 4. Mean square error of regression models. 

 
Fig. 5. Residual plot of DT regressor. 

 

Fig. 6. Residual plot of RF regressor. 

V. CONCLUSION 

In this paper, different machine learning models are 
examined to predict the Q-factor of FSO links with multiple 
transceivers under different weather conditions. Based on the 
results, it is found that MLR and SVR models cannot be used 
to predict the Q-factor. Moreover, DT and RF models 
demonstrated an optimal estimation of the Q-factor. However, 
DT model would work better in real time, and it can be 
considered as a useful component to be integrated in decision 
tools of the network design to optimize the system 
performance. 
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Fig. 7.  Real value versus predicted value of Q-factor using DT model. 
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