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Abstract. The exponential growth of the Internet and its integration into daily 
life underscore the critical importance of resilient networks. Service outages can 
cause significant financial losses and damage reputation. First-hop redundancy 
protocols (FHRPs) are commonly used to enhance virtual gateway resilience and 
reduce downtime, but they can suffer from slow failure detection, leading to 
packet loss. Bidirectional routing detection (BFD) provides a rapid mechanism 
for link failure detection and connectivity monitoring. This paper explores the 
intricate landscape of network reliability, investigates the benefits of combining 
BFD with three prominent FHRPs (HSRP, VRRP, and GLBP) to improve net-
work performance, increase availability, and reduce downtime. The evaluation is 
based on metrics of convergence time, packet loss, CPU utilization, and band-
width consumption. Results from PNETLAB simulations indicate that using 
BFD greatly speeds up the detection of failures and reduces packet loss for all 
three protocols. GLBP achieved the fastest convergence, while VRRP exhibited 
the lowest CPU utilization. The findings indicate that the integration of Bidirec-
tional Forwarding Detection with First Hop Redundancy Protocol gateways sig-
nificantly enhance network convergence times, thereby improving overall net-
work reliability and stability. 

Keywords: Network Reliability, High Availability, FHRP, HSRP, VRRP, 
GLBP, BFD. 

1 Introduction.  

The exponential growth of the Internet and the ubiquitous integration of computing 
systems into various facets of our lives have propelled us into an era where dependence 
on reliable networks is more critical than ever. In the early 1990s, the concept of elec-
tronic mail connectivity marked a novel leap in communication. Fast forward a decade, 
we witnessed a seismic shift where reputable companies transformed their websites into 
platforms for direct consumer transactions. This transformative journey reflects the 
staggering progress of the Internet and networking technologies, becoming integral to 
our daily lives and professional landscapes [1]. 

Our contemporary reliance on the Internet is profound, impacting not just personal 
communication but also on the functioning of businesses, organizations, and critical 
infrastructure. With this increased dependence comes an essential requirement – the 
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need for these networks to be not only operational but highly reliable. We now lean on 
networks for communication, collaboration, data exchange, and even the fundamental 
functioning of critical systems. In this context, network availability emerges as a linch-
pin for sustaining the seamless operation of our interconnected world [1]. 

As networks become an integral part of our lives, the demand for their reliability has 
surged. The consequence of a network failure extends beyond inconvenience; it rever-
berates financial losses, disruptions to productivity, and damage to the reputation of 
organizations. A key strategy in fortifying network reliability is redundancy. Redun-
dancy, as part of a broader spectrum of services including resiliency, load balancing, 
and security, plays a pivotal role in achieving higher availability. The efficacy of re-
dundancy, however, is contingent on meticulous network design to support its imple-
mentation [1]. 

1.1 Methods of Achieving High Availability 

Several strategies can be employed to enhance the availability of a network, ensuring 
that it remains operational and reliable under various conditions [2]: 

1. Hardware Availability: High availability can be bolstered through reliable hard-
ware components that offer failover mechanisms. This includes using redundant 
power supplies, hot-swappable components, and uninterruptible power supplies 
(UPS) to minimize downtime caused by hardware failures. Manufacturers often pro-
vide Mean Time Between Failure (MTBF) data to help assess the expected reliability 
of hardware components. 

2. Software Availability: Reliable software configurations and robust operating sys-
tems are crucial for achieving high network availability. Software updates, patches, 
and efficient error-handling mechanisms play an important role in preventing fail-
ures. Additionally, virtualization and containerization technologies can offer seam-
less transitions in case of software failures, as they allow applications to move be-
tween different environments without interruption. 

3. Network Based on Fault-Tolerant Devices: Fault-tolerant devices are engineered 
to handle failures gracefully, allowing the network to continue functioning even 
when a component malfunctions. Such devices often have built-in redundancy, such 
as multiple network interface cards (NICs) or backup processors, which can take 
over seamlessly when the primary unit fails. This approach significantly minimizes 
the risk of network outages due to equipment failures. 

4. Network with Redundant Topologies: Implementing redundant network topolo-
gies, such as ring, star, or mesh configurations, is a widely used strategy to enhance 
availability. These topologies ensure that if one connection fails, data can be rerouted 
through alternate paths, maintaining uninterrupted service. Techniques like load bal-
ancing and automatic failover ensure that the network remains resilient against dis-
ruptions, providing continuous connectivity even during unexpected outages. 

5. Traffic Engineering and Quality of Service (QoS) Mechanisms: QoS mecha-
nisms represent a crucial approach to achieving high availability in network infra-
structures. These methodologies are designed to optimize network traffic flow, 
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thereby guaranteeing predictable performance and mitigating the impact of packet 
loss, jitter, and delay, even amidst network congestion or partial degradation. By 
strategically prioritizing critical data and efficiently utilizing available bandwidth, 
QoS mechanisms are instrumental in maintaining requisite service levels and en-
hancing overall network resilience. Furthermore, properly implemented traffic engi-
neering solutions facilitate the rerouting or reshaping of traffic to circumvent bottle-
necks, thus sustaining availability during fault conditions or overload events. For 
example, Multi-Protocol Label Switching (MPLS) networks frequently employ ad-
vanced QoS queuing strategies for the classification and prioritization of diverse 
traffic flows. As detailed in [3], these mechanisms are pivotal in preserving service 
quality through the judicious allocation of resources to high-priority applications. 

1.2 The Cost of Downtime 

As we delve deeper into the realm of network reliability, it becomes increasingly crucial 
to shed light on a critical yet often underestimated aspect – the financial repercussions 
of network downtime. According to Gartner Research, the average cost of IT downtime 
stands at a staggering $5,600 per minute, with potential hourly costs ranging from 
$140,000 to $540,000. Alarmingly, 98% of organizations assert that a single hour of 
downtime exceeds $100,000 in costs [4]. 

However, these financial impacts are far from mere statistical abstractions; they 
translate into tangible losses that encompass various facets of business operations, in-
cluding productivity, revenue, reputation, and overall financial performance. The re-
percussions of network downtime extend beyond the immediate financial toll, influenc-
ing the overall health and competitiveness of an organization. 

Additionally, the excerpt provides valuable insights into the impact of server down-
time on organizations, underscoring the increasing demand for reliability in server hard-
ware, server operating systems (OS), and mission-critical applications. It emphasizes 
the critical importance of maintaining high levels of uptime, with over 90% of corpo-
rations now requiring a minimum of "four nines" (99.99%) reliability, and nearly 40% 
striving for "five nines" (99.999%) uptime or higher. The distinction between these 
uptime levels is significant, with each additional nine representing a substantial reduc-
tion in annual per server downtime. 

Table 1. Reliability/Uptime [4]. 

Reliability (%) Downtime per year Downtime per month Downtime per week 

90% (one nine) 36.5 days 72 hours 16.8 hours 
99% (two nines) 3.65 days 7.20 hours 1.68 hours 
99.9% (three nines) 8.76 hours 43.8 minutes 10.1 minutes 
99.99% (four nines) 52.56 minutes 4.32 minutes 1.01 minutes 
99.999% (five nines) 5.26 minutes 25.9 seconds 6.05 seconds 
99.9999% (six nines) 31.5 seconds 2.59 seconds 0.605 seconds 
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To compute the theoretical availability of a network, it is segmented into individual 
components such as hardware, software, physical connections, and power supplies. 
Typically, manufacturers provide availability expectations for most equipment, often 
in the form of Mean Time between Failure (MTBF). However, components lacking this 
data, such as power sources, statistical information and estimations are employed. The 
anticipated time required to repair each component, known as Mean Time, to Repair 
(MTTR), must be estimated. The availability of each component is then determined 
using the formula [5]: 

 Availability = MTBF/(MTBF+MTTR)                                   (1) 

Moreover, the excerpt highlights the significant financial implications of server down-
time, with a single hour of downtime potentially resulting in losses exceeding $300,000 
for a majority of mid-sized and large enterprises. Notably, almost half of these organi-
zations report hourly outage costs surpassing one million ($1M) to over five million 
($5M), underscoring the considerable financial risks associated with server downtime. 

These findings from ITIC's 2022 Hourly Cost of Downtime survey underscore the 
imperative for organizations to invest in reliable server infrastructure to ensure contin-
uous, uninterrupted data access, maintain regulatory compliance, and mitigate risk. In 
today's interconnected digital landscape, where downtime can disrupt operations across 
data centers, clouds, remote work environments, and the network edge, the need for 
robust, resilient server hardware, and applications has never been greater. This financial 
impact is not merely a statistical abstraction; it translates into tangible losses encom-
passing productivity, revenue, reputation damage, and impaired financial performance. 
The repercussions of network downtime extend beyond the immediate financial toll, 
influencing the overall health and competitiveness of an organization. To provide a 
visual representation of the escalating financial implications of network disruptions, is 
presented below [4]. 

Figure 1 and Table 2 illustrate the escalating financial impact of network downtime, 
emphasizing the urgent need for effective redundancy and high availability measures. 

 
Fig. 1. Estimated Total Cost per Minute of Unplanned Downtime. 
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Table 2. Monetary Cost of Hourly Server Downtime: Per Minute/Per Server (s) [4].  

Hourly Cost of 
Downtime 

Per Minute/Per 
Server 

Per Minute/Per 10 
Servers 

Per Minute/Per 
100 Servers 

Per Minute/Per 
1,000 Servers 

$10,000 $167 $1,670 $16,700 $167,000 

$100,000 $1,667 $16,670 $166,667 $1,666,670 

$300,000 $4,998 $49,980 $499,800 $4,999,800 

$400,000  $6,666 $66,660 $666,600 $6,666,670 

$500,000  $8,333 $83,330 $833,300 $8,333,300 

$1,000,000 $16,667 $166,670 $1,666,700 $16,667,000 

$2,00,000 $33,333 $333,330 $3,333,300 $33,333,000 

$3,000,000 $49,998 $499,980 $4,999,800 $49,998,000 

$5,000,000 $83,333 $833,330 $8,333,300 $83,333,000 

$10,000,000 $166,667 $1,666,670 $16,666,700 $166,667,000 

 
In summary, as we navigate the intricate landscape of network reliability, redundancy, 
and the efficacy of FHRPs, this paper aims to shed light on the substantial investments 
made by large companies to enhance availability. It underscores the financial implica-
tions of network downtime and emphasizes the critical role of redundancy in mitigating 
these risks. As the paper unfolds, readers will gain insights into the operational dynam-
ics of FHRPs and their pivotal role in fortifying network resilience. 

2 Related Work. 

Mehdi Berrish et al. [6] examined the performance of Hot Standby Routing Protocol 
(HSRP) with and without BFD in terms of packet loss, convergence time, CPU utiliza-
tion, and bandwidth consumption in their study, "Performance Analysis of Bidirec-
tional Forwarding Detection (BFD) over the HSRP. 

In the study "Performance Evaluation of Bidirectional Forwarding Detection (BFD) 
over Virtual Router Redundancy Protocol (VRRP)" by Ben Hassan [7], the authors ex-
amined how well VRRP performed in terms of convergence time, CPU usage, band-
width consumption, and packet loss while working with and without BFD. 

In the research study "Design and Implementation of VRRP and BFD Linkage Tech-
nology in Campus Information Service Platform Network" by Niu and Li [8], they 
looked at how to incorporate BFD and VRRP technologies into networks that already 
existed. It hasn't been assessed, nevertheless, how BFD impacts CPU utilization, band-
width consumption, packet loss, and convergence time. 

They compared the performance of FHRPv4 and FHRPv6 in terms of packet loss, 
convergence time, and CPU utilization without assessing bandwidth consumption in by 
Ben Saud [9], "Performance Evaluation of First Hop Redundancy Protocols in IPv4 and 
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IPv6 Networks." They also used IP SLA as a technique for identifying ISP failures, 
which has a failure detection time of at least one second. 

The study "Performance analysis and functionality comparison of first hop redun-
dancy protocol IPV6" by M. Mansour [10] used IP SLA as a technique to detect ISP 
failures and concentrated on the FHRPv6 performance in terms of packet loss and con-
vergence time. 

Building upon this groundwork, Julia extended the comparative assessment, empha-
sizing throughput, jitter, packet loss, and downtime. Julia's findings positioned GLBP 
as a standout performer, showcasing superior results when compared to both VRRP 
and HSRP [11]. 

Anwar [12] contributed to this body of research by conducting a comparative study 
on HSRP, VRRP, and GLBP. However, the specific performance metrics employed in 
Anwar's analysis were not explicitly detailed. Complementing these endeavors, 
Zemtsov [13] shifted the focus to the recovery time of FHRPs within an industrial en-
terprise network context. These collective studies not only provide a nuanced under-
standing of the operational intricacies of HSRP, VRRP, and GLBP but also underscore 
the importance of evaluating their performance under diverse scenarios. 

The use of fast detection BFD with VRRP to enhance failure detection and a failover 
was examined in the paper "FDVRRP: Router implementation for fast detection and 
high availability in network failure cases" by Kim et al. [14]. However, it was limited 
to an on-premises failure scenario involving the failure of a master router. 

3 Redundancy Protocols (FHRP). 

3.1 HSRP 

Hot Standby Routing Protocol (HSRP) was invented by Cisco to provide dynamic fail-
over between routers within the HSRP group in case of failure. Cisco enhanced the 
second version of HSRP (HSRPv2) to support IPv6. The active-standby model supports 
end-user traffic with one device at a time and one on standby to take over if the active 
device fails. It enables a set of router interfaces to work together to present the appear-
ance of a single virtual router or default gateway to the hosts on a LAN [9]. 

HSRP Operation. When you use HSRP, a set of routers works in concert to present 
the illusion of a single virtual router to the hosts on the LAN. This set is known as an 
HSRP group or a standby group. A single router elected from the group is responsible 
for the distribution of the packets that hosts send to the virtual router. This router is 
known as the active router. Another router is elected as the standby router. In the event 
that the active router fails, the standby assumes the packet-forwarding duties of the 
active router. Although an arbitrary number of routers can run HSRP, only the active 
router forwards the packets sent to the virtual router [15]. 

Once the protocol has finished the election process, the active and standby routers 
are the only ones sending periodic Hello messages to maintain the group and manage 
the transition between states. The active router is selected based on the device priority. 
By default, the priority value is 100, which can be configured. If multiple routers share 
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the same priority, the router with the highest IP address will be elected as the active 
router [15]. 

A LAN can include multiple hot standby groups simultaneously. Each HSRP group 
emulates a single virtual router. The individual routers can participate in multiple 
groups. In this case, the router maintains a separate state and timer for each group. Each 
standby group has a single, well-known MAC address and IP address [15]. 

As part of the HSRP operation, when a router becomes the active router, it sends 
ARP responses with virtual the IP and virtual MAC addresses. These gratuitous ARP 
responses are crucial because they help switches and learning bridges update their port-
to-MAC mappings, ensuring that the correct MAC address is associated with the virtual 
IP address. Unlike the typical ARP responses sent when an interface first becomes ac-
tive, HSRP-specific ARP responses carry the virtual MAC address in the packet header. 
These responses ensure that the network devices correctly map the virtual IP address to 
the virtual MAC address. 

 
Fig. 2. HSRP Operation. 

Figure 2 illustrates the HSRP operation with the following steps: 

1. Routers in the HSRP group are configured with the same virtual IP address, and then 
a virtual MAC address is automatically generated. One router is chosen as the active 
router to forward traffic, while the other is the standby router. Based on the highest 
priority, if equal, it is based on the highest IP address. 

2. The host configures the virtual IP address as its default gateway.  
3. Since the host does not know the virtual MAC address, it sends an ARP request 

(broadcast).  
4. The active router responds to the ARP request with the virtual MAC address so that 

the host can reach the default gateway. 
5. Once the ARP is complete, the traffic is sent to the virtual MAC address, and the 

active router forwards it to the appropriate destination. If the active router fails, the 
standby router automatically takes over its role. 
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HSRP States. HSRP has 6 states: Initial, learn, listen, speak, standby and active, as 
shown in Figure 3. 

 
Fig. 3. HSRP Status. 

1. Initial: HSRP is not operational in the initial state.  This state is entered by changing 
the configuration or when an interface first becomes available. 

2. Learn: The router has yet to determine the virtual IP address and has not encoun-
tered an authenticated hello message from the active router. The router is still waiting 
for a response from the active router. 

3. Listen: The router is aware of the virtual router's IP and MAC addresses, but it does 
not serve as the active or standby router. It listens to hello messages from these rout-
ers. 

4. Speak: The router takes part in sending regular HSRP hello messages and engages 
in the process of electing the active or standby router. Unless a router possesses the 
virtual IP address, it cannot enter the speak state. 

5. Standby: The standby router monitors hello messages from the active router. If the 
active router fails and hello messages are no longer received, the standby router will 
assume the active role to maintain service continuity. 

6. Active: The active router is responsible for forwarding traffic addressed to the HSRP 
group. It also periodically transmits hello messages to inform other HSRP routers of 
its active status. 

HSRP Timers. Hello time is the estimated time that routers send in a hello message to 
signal that the peer router is active, with a default value of 3 seconds. 

Hold time is the estimated period during which the standby router will announce that 
the peer is down and become active, with a default value of 10 seconds. These timers 
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are tuneable and tweaked to achieve the lowest convergence, making a network highly 
accessible. 

3.2 VRRP 

Virtual Router Redundancy Protocol (VRRP) is an open standard redundancy protocol 
for constructing a fault-tolerant default gateway. 

VRRP is a redundancy protocol to LAN routers. It provides an alternate route path 
for hosts without altering the IP address or MAC that the host knows. VRRP follows the 
same principle as Cisco’s HSRP, with certain changes. 

VRRP Operation. VRRP provides a set of routers that work in concert to present the 
illusion of a single virtual router to the hosts on the LAN. This set is known as a VRRP 
group. The master router is the only router that is responsible for packet forwarding, it 
is chosen during electing process; another router is chosen as the backup router. If the 
master router fails, the backup will assume the master router's packet forwarding duties. 
This process is transparent to users. Although multiple routers can run VRRP, only the 
master router sends the packets to the virtual router. According to device priorities, 
routers in a VRRP group elect the master [16]. 

VRRP advertisement packets are sent to all backups in the VRRP group to com-
municate the operating status and configuration periodically to reduce network traffic 
[16]. For load splitting, HSRP and VRRP support multiple groups, with separate states 
and timers for each group. 

ARP is also used in VRRP; the correct virtual MAC address is associated with the 
virtual IP address at network devices and helps switches update their port-to-MAC map-
pings. 

 
Fig. 4. VRRP Operation. 

Figure 4 illustrates the VRRP operation with the following steps: 

1. Routers in the VRRP group are configured with identical virtual IP address, and then 
a virtual MAC address is automatically created. One router is chosen as the master 
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router to forward traffic, while the other is the backup router. Based on the highest 
priority, in case equal, then the highest IP address is preferred. 

2. The host configures the virtual IP address as its default gateway. 
3. Since the host does not know the virtual MAC address, it sends an ARP request 

(broadcast). 
4. The master router responds to the ARP request with the virtual MAC address so the 

host can reach the default gateway. 
5. Once the ARP is complete, the traffic is sent to the virtual MAC address, and the 

master router forwards it to the appropriate destination. If the master router fails, the 
backup router automatically takes over its role. 

VRRP States. HSRP has 3 states: initialize, backup and active as shown in Figure 5. 

 
Fig. 5. VRRP Status. 

VRRP Timers. The time period that routers send out a hello message to indicate that 
a peer router is operational is known as the "hello time.", with a default value of 1 
second. 

Hold time is the approximate time that the backup router will declare that the peer is 
dead and become the master, with a default value of 3 seconds. These hello times are 
adjustable and set to achieve minimum convergence, thus making the network highly 
available. while hold time is not but is calculated by hello time: Hold timer = (3 x 
Hello timer) + Skew time. VRRP has the best default timer, its default timings enable 
it to converge more quickly than HSRP or GLBP. 

3.3 Gateway Load Balancing Protocol (GLBP) 

Gateway Load Balancing Protocol (GLBP) is one of the First Hop Redundancy Proto-
cols (FHRP), which provides redundancy, like other First Hop Redundancy Protocols, 
as well as load balancing. It is a Cisco proprietary protocol that can perform both func-
tions. It provides load balancing over multiple routers using a single virtual IP address 
and multiple virtual Mac addresses [17]. 
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GLBP uses a single virtual IP address and several virtual MAC addresses to distrib-
ute load balancing over multiple routers (gateways). Every router in the Virtual Router 
Group participates in packet forwarding, and each host is configured with the same vir-
tual IP address. 

GLBP Operation. GLBP works by making use of a single virtual IP address, which is 
configured as the default gateway on the hosts. When the routers are set to a GLBP 
group, they first choose one gateway to be the Active Virtual Gateway (AVG) for that 
group. The election process is based on the highest priority of each gateway, in case of 
the same priority, then the gateway with the highest actual IP address becomes the AVG 
[18]. 
In a Gateway Load Balancing Protocol (GLBP) group, member devices serve as redun-
dant backups for the Active Virtual Gateway (AVG). The AVG is responsible for as-
signing a unique virtual MAC address to each member of the GLBP group. Conse-
quently, each gateway assumes the responsibility of forwarding packets destined for 
the virtual MAC address specifically assigned to it by the AVG.  
These gateways are designated as Active Virtual Forwarders (AVFs) for their respec-
tive virtual MAC addresses [18]. 

The AVG plays a pivotal role in responding to Address Resolution Protocol (ARP) 
requests for the virtual IP address. To achieve load sharing, the AVG strategically re-
plies to these ARP requests by distributing different virtual MAC addresses among the 
requesting clients [18]. 

Each gateway that is issued a virtual MAC address is termed an Active Virtual For-
warder (AVF). A GLBP group only has a maximum of four AVFs. If there are more 
than 4 gateways in a GLBP group, then the remainder will become standby virtual for-
warders (SVFs), which will take the place of an AVF in the case of failure [18]. 

 
Fig. 6. GLBP  Operation. 

Figure 6 illustrates the GLBP operation with the following steps: 

1. Routers are configured with an identical virtual IP address within a Gateway Load 
Balancing Protocol (GLBP) group. Subsequently, a unique virtual MAC address is 
automatically generated for each of the two participating routers. One router is des-
ignated as the Active Virtual Gateway (AVG), while the other functions as the 
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Standby Virtual Gateway (SVG). Notably, the SVG router also operates as an Active 
Virtual Forwarder (AVF), capable of forwarding network traffic. 

2. The host configures the virtual IP address as its default gateway.  
3. Since the host does not know the virtual MAC address, it sends an ARP request 

(broadcast).  
4. The AVG receives the ARP requests and replies to Host5 and Host6, but with dif-

ferent virtual MAC addresses. This behavior ensures load balancing by distributing 
the gateway traffic between the two routers. 

5. Once the ARP is complete, Host5 directs traffic through router 5 and forwards it to 
the appropriate destination, while Host6 uses router 6. In the event of the router's 
unavailability, GLBP guarantees allowing an alternative router to assume its respon-
sibilities. 

GLBP States. AVG has 6 states: disabled, initial, listen, speak, standby and active as 
shown in Figure 7. 

 
Fig. 7. GLBP States for AVG. 

AVF has 4 states: disabled, initial, listen, speak, standby and active as shown in Figure 
8. 
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Fig. 8. GLBP States for AVF. 

GLBP Timers. The default timings in GLBP are identical to HSRP and tuneable too. 

• Hello timer: Hello time default value 3 seconds. 
• Hold timer: Hold time default value 10 seconds. 
• Redirect time: refers to the duration, set by default to 600 seconds, during which the 

Active Virtual Gateway (AVG) persists in redirecting client hosts to the previously 
utilized virtual forwarder MAC address. 

• Forwarder timeout: The forwarder timeout is the interval during which the virtual 
MAC address is valid, with a default value of 14400 seconds. 

3.4 IPv6 Equivalents and Considerations 

IPv6 routing protocols ensure router-to-router resilience and failover. However, in sit-
uations in which the path between a host and the first-hop router fails, or the first-hop 
router itself fails, first hop redundancy protocols (FHRPv6) ensure host-to-router resil-
ience and failover. 

The three main First Hop Redundancy Protocols that support IPv6 are: 

• Hot Standby Routing Protocol (HSRPv2) 
• Virtual Router Redundancy Protocol (VRRPv3) 
• Gateway Load Balancing (GLBP) 

The concepts in FHRPV6 are essentially the same as those in FHRPV4. With slight 
differences described below: 

Hosts on the LAN segment use Neighbor Discovery Protocol (NDP) to learn the 
virtual IPv6 Link-Local Address and associated virtual MAC addresses. The Neighbor 
Discovery Protocol (NDP) is a protocol of the Internet protocol suite used with Internet 
Protocol Version 6 (IPv6) and responsible for gathering various information required for 
network communication, including the configuration of local connections and the do-
main name servers and gateways [19]. 
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IPv6 hosts learn of available IPv6 routers through IPv6 neighbor discovery RA mes-
sages. These are multicast periodically or may be solicited by hosts. HSRP is designed 
to provide only a virtual first hop for IPv6 hosts [20]. 

Cisco devices support manually configured millisecond timers for VRRPv3, a fea-
ture distinct from VRRPv2, requiring careful implementation due to conditional per-
formance, yet offering compatibility with other VRRPv3 vendors within a 100-
40,000ms range [21]. 

3.5 Comparison between HSRP, VRRP, and GLBP 

Table 3 displays a comparison summary between HSRP, VRRP, and GLBP in terms of 
Terminology, Virtual object, Communication Method, Communication Protocol, Load 
Balancing, Authentication, Active Selector, Hello and Hold Time, and Preemption. 

4 Bidirectional Forwarding Detection (BFD). 

Bidirectional Forwarding Detection (BFD) is a network protocol that provides fast fail-
ure detection times between two forwarding engines, with minimal traffic overhead. 
Used across various network types, including MPLS, Ethernet, and IP routed networks, 
BFD operates independently of media, data protocols, and routing protocols. The pri-
mary function of BFD is to detect faults in the path between two endpoints at a speed 
that traditional protocols cannot achieve, thereby helping in swift network convergence 
and resilience. 

4.1 BFD Detection Modes 

BFD has two operation modes: asynchronous mode and demand mode. In asynchro-
nous mode, two end nodes send control packets to each other periodically. If they do 
not get some of the control packets, they decide that there is a failure. It is the default 
mode for BFD. While in demand mode, two end nodes send control packets only for a 
short time to detect whether there are any failures or not. If the connectivity is found 
to be up, no more BFD control packets are sent until the next command is issued [7]. 
In demand and asynchronous mode, control packets flow in each direction.  

4.2 BFD Echo Mode 

The BFD Echo function is an optional feature of the BFD protocol that offloads part 
of the monitoring process to the data plane. When enabled, it allows devices to send 
echo packets that are looped back to the sender to check for link failures without ne-
cessitating processing by the remote device's control plane. BFD echo mode works 
with asynchronous BFD; a device sends a BFD echo packet towards its peer, which 
then routes the packet back to the originating device without involving the control 
plane of the peer, thereby substantially reducing control plane processing. 



 

 

Protocol HSRP  
CISCO-PROPRIETARY 

VRRP  
Multi-Vendor 

GLBP  
CISCO-PROPRIETARY 

Terminology 
One Active Router,  
one Standby Router,  
other Routers in Standby group 

One Master,  
one or more Backup  
Virtual Routers 

Active Virtual Gateway (AVG), Standby Virtual GW 
(SVG), (AVFs) 

Virtual object 
0000.0C07.ACXX (v1, XX is Group ID) 
0000.0C9F.FXXX (v2, XXX is Group ID)  
0005.73A0.0000 - 0005.73A0.0FFF (IPv6) 

0000.5E00.01XX (v1,v2,v3,XX is VRID) 
0000.5E00.0200 - 0000.5E00.02FF (IPv6) 

0007.b400.XXYY(XX is Group ID,YY is the Gateway 
number)  

Communica-
tion Method 

IP Multicast  224.0.0.2  (v1)  
224.0.0.102 (v2) 
FF02::66 (IPv6) 

IP Multicast  
224.0.0.18 (IPv4)  
FF02:0:0:0:0:0:0:12 (IPv6) 

IP Multicast  
224.0.0.102 
FF02::66 (IPv6) 

Communica-
tion Protocol 

Pv4, UDP port 1985  
IPv6, UDP port 2029 IPv4 and IPv6, protocol 112 (IANA) IPv4 and IPv6, UDP port 3222 

Load Balancing NO NO YES 

Authentication 
Default: No authentication   
Plain text authentication  
MD5 authentication (newly added) 

Default: No authentication Plain text authentication 
MD5 authentication 

Default: No authentication   
Plain text authentication 
MD5 authentication 

Active Selector 

Priority – with the highest value electing the Ac-
tive router and another becoming Standby. The 
remaining routers listen. The default priority is 
100. 

Priority – Highest value wins.    
Default: 100, 254 for router with the same IP as the virtual IP 

Priority - One gateway is elected as AVG; another is 
elected as (SVG). The remaining routers are in a listen 
state. Highest value wins.  Default: 100 

Hello and Hold 
Time 

HELLO - Interval between successive HSRP Hello                
messages from a given router. Default: 3 sec 
HOLD - Interval between the receipt of a Hello, 
and the presumption that the sending router 
failed. Default: 10 sec 

Unlike HSRP and GLBP, VRRP does not learn timers from the mas-
ter router. VRRP requires the hello timer of all routers in the 
group match.  
 HELLO – Default: 1 sec,  
HOLD - Default: 3 sec 

HELLO - Interval between successive GLBP Hello mes-
sages from a given router. Default: 3 sec HOLD - Inter-
val between the receipt of a Hello, and the presump-
tion that the sending router failed. Default: 10 sec 

Preemption 

Use of preemption allows a HSRP device whose 
priority has become higher to take over the role 
as the active router in HSRP.   
Default: preempt off 

With preemption enabled, VRRP switches to a backup if that 
backup comes online with a priority higher than the new master.  
Default: preempt on.  
Exception: The router that owns the IP address (es) associated 
with the virtual router always preempts. 

Preemption allows a backup virtual gateway to 
become AVG, if it has a higher priority than the cur-
rent AVG. Default: preempt off AVF (Forwarder) 
Preemption is similar, except that the weighting is 
used instead of priority, and it is enabled by default 
with delay of 30 seconds. 
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While BFD control packets maintain the BFD session as shown in Figure 9. Leveraging 
BFD Echo has a minimal impact on control plane resources, which is especially advan-
tageous in high-speed networks where processor time is limited [22]. 

 
Fig. 9. Asynchronous mode with Echo mode. 

5 Experimental Setup. 

This paper evaluates the implementation of different first hop redundancy protocols uti-
lizing bidirectional forwarding detection across three locations and assesses their per-
formance relative to FHRP without BFD. Each location is linked to two distinct ISPs to 
guarantee maximum availability. In the event of a connection failure between an ISP 
and a gateway, or if the ISP encounters a period of unavailability, the gateway will 
swiftly detect the disruption. This will enable the backup gateway, which is connected 
to the other ISP, to take over and assume control. This strategy significantly avoids 
network downtime, a vital objective for organizations working in contemporary net-
work environments. 

In this work, PNELAB network emulator software was utilized to implement net-
work scenarios. Gathered data such as convergence times, packet loss, and bandwidth 
usage during failover scenarios using the Wireshark program, failover is simulated as a 
link failure between the active router and ISP1. 

The network is structured hierarchically with two default gateway routers, each 
linked to a distinct ISP. On the LAN side, there are two access switches connecting to 
end devices. Access switches are connected to gateway routers in a partial mesh net-
work configuration in order to eliminate single points of failure in the company net-
work. The identical design is used for three unique organizations. The topology is illus-
trated in Figure 10. 
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Fig. 10. Network Topology. 

5.1 Configuration 

HSRP is configured on R1 and R2, VRRP on R3 and R4, and GLBP on R5 and R6, 
with R1, R3, and R5 initially active due to higher priority. Both routers in each protocol 
group are configured identically to enable the exchange of hello packets and seamless 
role transition, simulation parameters are shown in Table 4. Results were measured with 
FHRP default timers and with timer’s optimization. Initially, FHRP is implemented 
without BFD, using IP SLA to monitor ISP reachability. IP SLA detects connectivity 
loss (e.g., a link failure between an active FHRP router and ISP1) and triggers a track 
object. This track object reduces the router’s priority, prompting the higher-priority 
standby router to become active. When implementing FHRP with BFD, the failure de-
tection time is significantly reduced to 50 milliseconds. BFD sessions are configured 
between the active routers (R1, R3, and R5) and ISP1. Upon detecting a link failure, 
BFD rapidly notifies the routing process and the associated track object, lowering the 
active router's priority. Crucially, traffic is immediately redirected to ISP2 via a trig-
gered route, even before the FHRP protocol fully converges and the standby router be-
comes the new active. This ensures minimal disruption and smoother traffic continuity 
during the transition. 

Table 3. Simulation Parameters. 

Parameter Value (seconds) 
HSRP- Hello –Hold time Default 3 10-With Optimization 1 3 
VRRP- Hello –Hold time Default 1 3 
GLBP- Hello –Hold time Default 3 10-With Optimization 1 3 
Forwarder Preemptive Delay Default 30- With Optimization 0  
BFD Detection Time 50 milliseconds 
IP SLA Detection Time 1  
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6 Results. 

To evaluate the impact of integrating BFD with FHRP (HSRP, VRRP, and GLBP) pro-
tocols, a series of comparative measurements were conducted, the results of which are 
presented and discussed in this section. The testing methodology included transmitting 
3600 ICMP packets continuously for one hour per scenario, allowing us to collect ac-
curate data on data collection on CPU utilization and bandwidth overhead. Following 
this observation period, an intentional ISP link disruption was induced to monitor and 
record network behavior upon failure. Multiple repetitions of each experiment were 
performed to guarantee the consistency and stability of the findings. 

6.1 FHRP without BFD Results 

1. Convergence Time 

─ In HSRP, using the default hello and hold timers, we measured a convergence 
time of 7.3 seconds between routers R1 and R2, and the ISP1-ISP2 convergence 
took 9 seconds. During this process, we lost 4 ICMP packets. By optimizing the 
timers, we reduced the R1 and R2 convergence time to 3.78 seconds and the ISP1-
ISP2 convergence to 5 seconds. We lost only 2 ICMP packets during this conver-
gence process. 

─ For VRRP, we recorded a convergence time of 3.48 seconds between routers R3 
and R4, while the ISP1-ISP2 convergence required 5 seconds. We observed the 
loss of 2 ICMP packets during this convergence process. 

─ In GLBP, with default timers, we found a lengthy convergence time of 36.07 sec-
onds between R5 and R6, and the ISP1-ISP2 convergence took 37.02 seconds. We 
attribute this to the forwarder preemption delay, which resulted in us losing 18 
ICMP packets. However, after we optimized both the timers and the forwarder 
preemption delay, we achieved substantially faster convergence: 2.86 seconds be-
tween R5 and R6 and 3 seconds for ISP1-ISP2 convergence. Consequently, we 
lost only 1 ICMP packet during this convergence process. 

2. CPU Utilization 

─ In HSRP, without timer optimization, the HSRP process consumed approximately 
0.05% CPU on average on routers R1 and R2. Concurrently, total CPU utilization 
was measured at 2% on R1 and 1% on R2. Timer optimization resulted in a slight 
increase in the HSRP load to 0.09% on R1 and 0.07% on R2. However, the total 
measured CPU utilization remained unchanged at 2% on R1 and 1% on R2. 

─ For VRRP, CPU consumption for the VRRP process was measured at 0.06% on 
R3 and 0.02% on R4. Total CPU utilization was recorded at 2% on R3 and 1% on 
R4. 

─ For GLBP, using default timers, the GLBP process accounted for 0.05% CPU on 
R5 and 0.04% on R6. Total CPU utilization was measured at 3% on both routers 
during this period. Following optimization, the GLBP process load increased to 
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0.12% on R5 and 0.09% on R6. Nevertheless, the observed total CPU utilization 
remained constant at 3% for both routers. 

3. Bandwidth Consumption 
─ In HSRP, during the testing period with default timers, HSRP consumed approx-

imately 172 KB of bandwidth. This consumption increased to about 499 KB fol-
lowing timer optimization. The HSRP hello packet size is 62 bytes. 

─ In VRRP, during the testing period, the total measured bandwidth consumption 
for VRRP was approximately 240 KB. The VRRP hello packet size is 60 bytes. 

─ In GLBP, during the testing period with default timers, GLBP consumed roughly 
270 KB of bandwidth; this value rose to approximately 800 KB following timer 
optimization. The GLBP hello packet size is 102 bytes. 

─ In IP SLA, during the testing period, IP SLA consumption was recorded at ap-
proximately 562 KB. IP SLA packet size is 78 bytes. 

6.2 FHRP with BFD Results 

1. Convergence Time 

─ In the HSRP protocol, using the default hello and hold timers, we measured a 
convergence time of only one second between ISP1 and ISP2, and the conver-
gence time between R1 and R2 took 6.38 seconds. During the fast convergence 
process, no ICMP packets were lost. By optimizing the timers, we reduced the 
convergence time between R1 and R2 to 3.33 seconds, and the convergence time 
between ISP1 and ISP2 remained the same at one second. During the fast conver-
gence process, no ICMP packets were lost. 

─ For VRRP, we recorded a convergence time of only a second between ISP1 and 
ISP2, while the R3 and R4 convergence required 1.57 seconds. No ICMP packets 
were lost during this fast convergence process. 

─ In the GLBP protocol, using the default hello and hold timers, we measured a 
convergence time of only one second between ISP1 and ISP2, and the conver-
gence time between R5 and R6 took 35.2 seconds. During the fast convergence 
process, no ICMP packets were lost. By optimizing the timers, we reduced the 
convergence time between R5 and R6 to 0.59 seconds, and the convergence time 
between ISP1 and ISP2 remained the same at one second. During the fast conver-
gence process, no ICMP packets were lost. 

2. CPU Utilization 

─ In HSRP, during the testing period, BFD consumed an average of 2.57% of the 
CPU usage on router R1, while the CPU usage was 5% on R1 and 1% on R2. 

─ In HSRP, the BFD process consumed an average of 2.57% of CPU on R1. Total 
CPU utilization on R1 reached 5%, while R2 remained at 1%. 

─ For VRRP, the BFD process required 2.05% of CPU on R3. Total CPU utilization 
on R3 reached 4%, while R4 remained at 1%. 



36                                                                              Evaluating Redundancy and Failure Detection. 

 

─ In GLBP, the BFD is enabled on two routers, so the BFD process consumes 2.55% 
of CPU on R5 and 2.62% of CPU on R6. Consequently, total CPU utilization rose 
to 7% on both routers. 

3. Bandwidth Consumption 

─ In BFD, it exhibited significantly higher bandwidth consumption, totaling approx-
imately 16.54 MB. This elevated consumption is attributed to the frequent packet 
transmissions necessary for rapid detection, during which BFD echo packets are 
sent every 50 milliseconds and BFD control packets are sent every second. BFD 
control packet size is 66 bytes, while BFD echo packet size is 54 bytes. 

6.3 Results Summary 

This section summarizes the results from sections 6.1 and 6.2. Table 5 displays the re-
sults for all three FHRPs, both before and after implementing BFD. The results were 
measured with default protocol timers and optimized timer settings. In the case of 
VRRP, no optimization was needed, as its default timer settings are appropriate and 
much lower than the default timers of other protocols (HSRP and GLBP). Convergence 
time in seconds was calculated for enterprise routers and also for ISP routers. Packet 
loss is calculated per ICMP packet loss. For CPU percentage utilization, two measure-
ments were included: the total CPU consumption for both enterprise routers, which to-
gether form the FHRP group, is measured. 

Table 4. Results. 

Protocol BFD Timers Convergence Time Packet 
Loss 

CPU Utili-
zation Enterprise 

Routers 
ISP  
Routers 

HSRP Without 
BFD 

Default 7.5 9 4 2%,1% 
Optimized 3.78 5 2 

With 
BFD 

Default 6.38 1 0 5%,1% 
Optimized 3.33 1 0 

VRRP Without 
BFD 

Default 3.48 5 2 2%,1% 

With 
BFD 

Default 1.57 1 0 4%,1% 

GLPB Without 
BFD 

Default 36.07 37.02 18 3%,3% 
Optimized 2.86 3 1 

With 
BFD 

Default 35.2 1 0 2.62%,7% 
Optimized 0.59 1 0 

Due to the immediate redirection triggered by BFD failure detection, which leverages 
the shorter ISP convergence time, there is no ICMP packet loss, even though FHRP full 
convergence may take several seconds. 
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7 Performance Analysis. 

This section compares and evaluates the performance of FHRP before and after imple-
menting BFD, identifying the most effective protocol when BFD is used.  

7.1 Convergence Time 

Figure 11 shows the convergence time results for the three FHRP protocols before and 
after integrating BFD and optimizing timers. The results indicate that integrating BFD 
significantly reduces convergence time compared to IP SLA to one second in all cases. 
This advantage is due to the BFD failure detection time of 50 milliseconds, compared 
to FHRP without BFD, which has an IP SLA failure detection time of one second. 
GLBP, meanwhile, achieved the fastest convergence time between active and standby 
after optimization, at 0.59 seconds. This benefited from GLBP's load balancing capa-
bilities, which improved redundancy and failure response. 

 
Fig. 11. Convergence Time Comparison. 

7.2 Packet Loss Comparison 

Figure 12 shows that during convergence, HSRP without BFD lost 4 packets in default 
due to IP SLA failure detection and hello packets sent every 3 seconds. With optimiza-
tion, only 2 packets were lost as the hello interval improved to 1 second. GLBP without 
BFD lost 18 packets in default; this is caused by the forwarder preemption delay, but 
optimization reduced packet loss to just 1. While FHRP (HSRP, VRRP, and GLBP) 
with BFD, no packets were lost before or after optimization, thanks to BFD's fast failure 
detection time of 50 milliseconds. 
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Fig. 12. Convergence Time Comparison. 

7.3 CPU Utilization Comparison 

Figure 13 shows the increase in CPU usage observed when using FHRP with BFD due 
to the high load resulting from sending BFD echo packets and BFD control packets, so 
it can be concluded that FHRP with BFD has the worst CPU usage compared to FHRP 
without BFD, and among the three protocols, GLBP exhibits the highest CPU consump-
tion when using BFD, making it the least efficient in terms of resource utilization. In 
contrast, VRRP demonstrates the lowest CPU usage, making it the most efficient among 
the three protocols. 

 
Fig. 13. CPU Utilization Comparison. 

7.4 Bandwidth Consumption 

Table 6 shows that BFD utilizes very high bandwidth, around 16.54 MB, compared to 
IP SLA, which was 562 KB, because of sending BFD echo packets every 50 millisec-
onds and BFD control packets every second, which we mentioned earlier. Additionally, 
GLBP has the highest bandwidth consumption compared to the other protocols. This is 
primarily due to the larger GLBP Hello packet size, which is 102 bytes, whereas HSRP 
and VRRP Hello packets are smaller in size. The increased packet size contributes to 
higher bandwidth usage, making GLBP the least efficient in terms of bandwidth con-
sumption. 
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Table 5. Bandwidth Consumption. 

Protocols Bandwidth Consumption 
HSRP-Default 172KB 
HSRP-Optimized 499KB 
VRRP 240KB 
GLBP-Default 270KB 
GLBP-Optimized 800KB 
IP SLA-Detection Time 562KB 
BFD- Detection Time 16.54MB 

8 Discussion. 

The results indicate that to deliver an enhanced availability solution, different technol-
ogies could be integrated. In our study, we evaluated FHRPs as a redundancy and high 
availability solution and BFD for failure detection. To improve the FHRPs, the default 
timers were optimized to achieve faster response. For GLBP, the change in timers re-
sulted in significant enhancement, whereas the packet loss in ICMP packets was re-
duced from 18 to 1. The BFD integration reduced the convergence time and packet loss. 
For HSRP with timer optimization, applying BFD reduced the convergence time be-
tween the active and standby routers from 3.78 to 3.33 seconds. For VRRP, the conver-
gence time between the master and backup routers was reduced from 3.48 to 1.5 sec-
onds, and for GLBP, the convergence time was reduced from 2.86 to 0.59 seconds. For 
all three protocols, the convergence time between ISP routers did not exceed 1 second. 
On the other hand, the CPU and bandwidth consumption increased, as BFD detection 
consumed about 16.54 MB, which is relatively high compared to the IP SLA detection 
mechanism, which consumed only 562 KB. 

9 Conclusion. 

Following the implementation and testing of FHRP (HSRP, VRRP, and GLBP) with 
and without BFD, and after evaluating the results based on convergence time, packet 
loss, CPU utilization, and bandwidth consumption, it is evident that integrating BFD 
with FHRP significantly enhances network performance by reducing convergence time 
to 1 second and eliminating packet loss during failures. However, this improvement 
comes at the cost of increased CPU usage and bandwidth consumption. Among the three 
protocols, GLBP, which is exclusive to Cisco, achieved the fastest convergence due to 
its load-balancing capability but exhibited the highest CPU and bandwidth consump-
tion. VRRP demonstrated the lowest CPU utilization. Therefore, organizations must 
carefully consider the benefits of improved failover speed and reliability against the 
higher resource demands of BFD, ensuring that sufficient CPU and bandwidth resources 
are available to sustain its operation. 
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 42                                                         2025ویـنوی ، 01 ددعلا ، 02 دلجملا ، ةیتامولعملل ةیبیللا ةلجملا

 لاطعلأا فاشتكاو راركتلا مییقت
 BFDو FHRP تلاوكوتورب ىلع ةدمتعملا ةكبشلا رفوتل ةسارد

 دوعس نب ةیجان ،روصنم دومحم ، نسح نب دمحأ ، عابعبلا يم
 

 ایبیل ،سلبارط ،سلبارط ةعماج ،تامولعملا ةینقت ةیلك
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 ىوصقلا ةیمھلأا نادكؤی ةیمویلا ةایحلا يف ھجامدناو تنرتنلإل لئاھلا ومنلا نإ :صخلملا
 رضتو ةریبك ةیلام رئاسخ يف ةمدخلا تاعاطقنا ببستت نأ نكمی .ةنرملا تاكبشلل
 زیزعتل عئاش لكشب(FHRPs)  ىلولأا ةزفقلا يف راركتلا تلاوكوتورب مدختسُت .ةعمسلاب
 يف ءطب نم يناعت دق اھنكلو ،لمعلا نع فقوتلا تقو لیلقتو ةیضارتفلاا ةباوبلا ةنورم
 هاجتلاا يئانث ھیجوتلا فاشتكا رفوی .مزحلا نادقف ىلإ يدؤی امم ،لاطعلأا فاشتكا

(BFD)  لاصتلاا ةبقارمو طابترلاا لاطعأ فاشتكلا ةعیرس ةیلآ.  
 BFD نیب عمجلا دئاوف يف ثحبتو ،ةكبشلا ةیقوثومل دقعملا دھشملا ةقرولا هذھ فشكتست
 ءادأ نیسحتل  GLBPو  VRRPو HSRP ةزراب FHRPs تلاوكوتورب ةثلاثو
 تقو سییاقم ىلع مییقتلا دمتعی .لمعلا نع فقوتلا تقو لیلقتو رفوتلا ةدایزو ةكبشلا
 ةدحو مادختساو ،packet loss  مزحلا نادقفو ،convergence time  براقتلا
 bandwidthيددرتلا قاطنلا كلاھتساو ،CPU utilization  ةیزكرملا ةجلاعملا

consumption ، ةاكاحم نم ةصلختسملا جئاتنلا ریشت PNETLAB مادختسا نأ ىلإ 
BFD  عیمجل مزحلا نادقف نم للقیو لاطعلأا فاشتكا نم ریبك لكشب عرسی 

 مادختسا لقأ VRRP رھظأ امنیب ،براقت عرسأ GLBP ققح  .ةثلاثلا تلاوكوتوربلا
 هاجتلاا يئانث ھیجوتلا فاشتكا جمد نأ ىلإ جئاتنلا ریشت  .ةیزكرملا ةجلاعملا ةدحول

(BFD)  ىلولأا ةزفقلا يف راركتلا لوكوتورب تاباوب عم (FHRP) ریبك لكشب ززعی 
 .ةكبشلل نییلكلا رارقتسلااو ةیقوثوملا نسحی يلاتلابو ،ةكبشلا براقت تاقوأ
 
 ةزفقلا يف راركتلا تلاوكوتورب ،ةیلاعلا ةرفولا ،ةكبشلا ةیرفاوت :ةیحاتفملا تاملكلا
 .هاجتلاا يئانث ھیجوتلا فاشتكا ،ىلولأا
 
 
 
 


